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1. Introduction

Scalar parabolic conservation laws and systems of equations of this kind arise in
continuum mechanics where they serve as models for elastic solids and ideal gases.
This paper is concerned with the large-time behaviour of solutions to scalar parabolic
conservation laws and systems of parabolic conservation laws in several space dimen-
sions. The 4rst part of the paper focuses on the derivation of decay estimates in the
Hardy space H1; in the second part, we use these bounds to quantify the decay rate
for the total variation of the solution.
The scalar parabolic conservation law under consideration has the form

@tu+
n∑

j=1

@
@xj

Fj(u) =
n∑

i; j=1

@2u
@xi@xj

; (1)

after a linear change of independent variables this is transformed into the nonlinear
partial di7erential equation

@tu+
n∑

j=1

@
@xj

fj(u) = 8u: (2)
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The systems considered here are of the form

@tu+ Fj(u)xj = Bjkuxjxk ; (3)

where we used the convention of summing over repeated indices and

Fj(u)xj =
@
@xi

Fi(u) =∇Fi(u) @@xi (u− c) (4)

for any constant vector c = (c1; c2; : : : ; cn).
Precise conditions on fj; F=(F1; : : : ; Fn) and B are given in Theorem 4 in Section 2.

The main purpose of the paper is to show that if the solution to the underlying linear
part, namely the heat equation, decays in the Hardy norm, or the total variation norm
does so, then so do the solutions to the parabolic conservation law if started with the
same initial datum.
We recall that for the scalar case the L1 norm remains bounded if the data is in L1;

consequently, L1 decay and total variation decay can be easily obtained. For systems
it is not known whether the L1 norm remains bounded. Nevertheless, we show here
that if the initial data are bounded in H1 then so is the solution for all time and,
for appropriate data, it decays in H1. This information then enables us to deduce
the decay of the total variation in the case of a system of parabolic conservation
laws.
The decay of solutions to scalar parabolic conservation laws in Lp norms and Hilber-

tain Sobolev norms has been investigated in [6,7,12]; see also [1] for the analysis of
the long-time behaviour of solutions to scalar multi-dimensional parabolic conserva-
tion laws in bounded domains. For systems of parabolic conservation laws on Rn,
decay estimates in Wk;p(Rn); p∈ [2;∞], have been established in the work of Ho7
and Zumbrum [2].
The present paper is structured as follows. In Section 2 we recall some decay the-

orems which will be necessary later on in our analysis. In Section 3 we study the
decay of solutions to scalar parabolic conservation laws in the Hardy space H1. Sec-
tion 4 establishes analogous decay results in H1 for systems of parabolic conservation
laws. Section 5 then exploits these Hardy-norm estimates to quantify the rate of de-
cay of the total variation norm for solutions to scalar parabolic conservation laws
and systems of such equations. In particular, we shall show that, under suitable hy-
potheses on the initial datum and the Gux function, the total variation of the solution
decays to zero at the algebraic rate of t−1=2, as t→∞. We shall suppose through-
out that the solutions under consideration are regular; for scalar parabolic conservation
laws the regularity of solutions is known in the case of large smooth initial data,
while for systems this has only been established for small smooth initial data (see, for
example, [3,2]).
In order to establish the existence of solutions which have bounded norm in H1,

we have to impose growth conditions on the gradient of the Gux function. Functions
meeting these conditions are easy to construct, for example, powers of u are included.
Thus we do not consider this condition as very restrictive.
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2. Preliminaries

We shall use the multi-index notation �=(�1; : : : ; �n); |�|=�1+ · · ·+�n with �i ≥ 0,
and write

D� =
@|�|

@x�11 : : : @x
�n
n
:

Further, we de4ne

Cm
0 = Cm

0 (Rn) = {u∈Cm(Rn): lim
|x|→∞

D�u(x) = 0; |�| ≤ m}:

The L2 norm (or energy norm) will be denoted by

‖u‖=
(∫

Rn
|u(x)|2 dx

)1=2
;

where x = (x1; x2; : : : ; xn); dx = dx1 dx2 : : : dxn. More generally, we consider the Lp

norm, for 1 ≤ p¡∞, denoted by

‖u‖p =
(∫

Rn
|u(x)|p dx

)1=p

and the L∞ norm,

‖u‖∞ = ess sup
x∈Rn

|u(x)|:

The Sobolev Hm norm is de4ned by

‖u‖Hm =


∫

Rn

∑
|�|≤m

|D�u(x)|2 dx


1=2

:

Next, we recall the de4nition of Hardy spaces on Rn, denoted Hp for 0¡p¡∞
(see [10,11]). Let S denote the Schwarz space of rapidly decreasing functions on Rn.
Let �∈S satisfy

∫
Rn �(x) dx=1. A tempered distribution f belongs to Hp whenever

f+(x) = sup
t¿0

|�t ∗ f)| ∈Lp(Rn);

where �t(x) = t−n�(x=t). The Hardy norm of f is de4ned by

‖f‖Hp = ‖f+‖p for p ≥ 1:
We recall that H1 is a Banach space strictly contained in L1 and that Lp ∼ Hp for
p¿ 1.
We list some known decay estimates in the Lp and Hm norm which will be required

in subsequent sections. We begin by considering the scalar case.

Theorem 1. Let fj ∈C1(R;R); u0 ∈L1 ∩C1 ∩H 1(Rn). Assuming that u is a solution
of (2) with data u0; we have that

‖u(t)‖p ≤ Cp(1 + t)−(n=2)(1−1=p); 1 ≤ p ≤ ∞: (5)
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For a proof of this result, see [6,7,12].

Theorem 2. Letfj ∈Cm+1(R;R) and u0 ∈L1∩C1∩Hm(Rn). Further; let u be a solution
of (2) with data u0; then

‖u(t)‖Hm ≤ Cm(t + 1)−n=4: (6)

Moreover; if m¿ [n=2] then∑
|�|¡m−[n=2]

‖D�u(t)‖∞ ≤ C(t + 1)−n=2: (7)

Proof. We 4rst note that the solution can be written as an integral equation involving
the heat kernel. Since f is smooth and by the last theorem the solution u is in L∞

we can put derivatives on the kernel inductively and hence we know that we have
a smooth solution. For details on the proof of this result for smooth solutions, see
[6,7,12].
We note that it is very easy to improve the above result in order to obtain the same

decay as for solutions to the heat equation in higher-order Sobolev spaces. Speci4cally,
we have the following result.

Corollary 3. Let fj ∈Cm+1(R;R) and u0 ∈L1 ∩ C1 ∩ Hm(Rn). Further; let u be a
solution of (2) with data u0; then

‖u(t)‖Hm ≤ Cm(t + 1)−n=4−m=2: (8)

Moreover; if m¿ [n=2] then∑
|�|¡m−[n=2]

‖D�u(t)‖∞ ≤ C(t + 1)n=2−|�|=2: (9)

Proof. The argument proceeds by induction; we only sketch the main ideas. The key
ingredient of the proof of (8) is to use a Fourier splitting method [6–9]. The aim is
to obtain an integral inequality of the type

d
dt

∫
Rn

|D�u|2 dx ≤ G(t)−
∫
Rn

|D�+1u|2 dx = I + II; (10)

where G(t) ≤ (t+1)−�, with � ≥ m=2+n+1. We also require that the Fourier transform
of u has 4nite L∞ norm in the vicinity of the origin; this follows from the hypotheses
on the data. Once these two steps are accomplished, the decay at the appropriate rate
follows by the Fourier splitting method. We note that in order to obtain (10) we
multiply the parabolic conservation law by u and integrate. Term II on the right-hand
side arises through integration by parts of the di7usion term, while G(t) originates from
the convective term. It is here that we have to apply some bootstrapping arguments of
the type used to establish the decay for Hm norms of solutions to the Navier–Stokes
equations (see [9]) combined with the decay results from Theorem 2.
To derive the second estimate, we use the 4rst estimate combined with the Gagliardo–

Nirenberg inequality.
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We now recall a theorem regarding the decay of solutions to systems of parabolic
conservation laws with small initial data. This result was obtained by Ho7 and
Zumbrum [2]. In what follows, it will be supposed that system (3) has a convex
entropy S satisfying

S ′′¿ 0 on Br0(0);

here Br0(0) = {y : |y|¡r0}. Letting Aj denote the Jacobian of Fj at zero, it will
be assumed that S ′′(0) is a positive-de4nite symmetric matrix such that S ′′(0)Aj is
symmetric and there is a positive number ! such that

("j"kS ′′(0)Bjkw; w) ≥ !|"|2|!|2; (11)

where "∈Rn and !∈Rn.

Theorem 4. Suppose that there is positive integer k such that

Fj ∈Ck+2(Bx0(0)): (12)

Let S be an entropy for system (3) which satis<es the conditions described above.
Let Ĝ

B
("; t)=e−"j"kBjk t and suppose that the Bjk are such that there exists a constant

C1 with

‖ĜB
(· ; t)‖1 = C1:

Suppose also that "jAj and "j"kBjk commute for all "∈Rn. Then; given r ¡ r0; there
are positive constants C and % such that if

‖u0‖ ≤ r
C1

and ‖u0‖ ≤ %;

then there is a unique global solution u of system (3); and u satis<es

u∈C((0;∞);Wk;p(Rn)); p∈ [2;∞]; (13)

‖D�
xu(· ; t)‖p ≤ ctn=2(1=p−1)−|�|=2‖u0‖1: (14)

For a proof, see [2].

3. Scalar case: existence and decay of solutions in Hardy spaces

In this section we study the existence and decay of the solutions to scalar conser-
vation laws in many dimensions in the H1 norm.
The main estimate arises from a bound on the Gux term inH1. This estimate is based

on a proof in [4] for bounding the convective term in the Navier–Stokes equations.
Note that unlike the analysis in [4] where the index q is supposed to be strictly less
than n, here we let 1¡q¡∞. Speci4cally, we obtain estimates for the derivatives of
a nonlinear function in the HT norm in terms of Lp and Lq norms.

Assumption 1. We shall say that f satis4es A1k if there exist positive constants C
and k such that |f′(v)| ≤ C|v|k for all real v.
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Lemma 5. Let u0 and fj be as in Corollary 3; and that fj; j = 1; : : : ; n; satisfy A1k
for some k ¿ 1. Suppose that n ≥ 2 and r ≥ 1; and let p ≥ 1 and q ≥ 1 be such
that 1=r=1=p+1=q. Then; the solution of Eq. (2) with ?ux function f=(f1; : : : ; fn)
and initial condition u0 satis<es the bound∥∥∥∥ @

@xi
fi(u)

∥∥∥∥
Hr

≤ C‖ |u|k‖p‖∇u‖q ; (15)

where C¿ 0 depends only on the norms of the data. As usual; repeated indices mean
summation over these indices.

Proof. We note 4rst that the requirements on the data were only imposed so that we
meet the conditions of Theorem 2 and Corollary 3. In reality, we could have worked
with solutions which satisfy u∈L∞ with ∇u∈Lp ∩ Lq.
We deduce from Corollary 3 that ∇u∈L∞ and u∈H 2; further it follows from

Theorem 2 that u∈Lq. Now recall that by hypothesis
|f′

j(u)| ≤ C|u|k for some k ≥ 1: (16)

Thus by Young’s inequality it follows that∥∥∥∥
[
�t ∗

(
@
@xi

f′
j(u)

)]
(x)

∥∥∥∥
r
≤ c‖ |u|k∇u‖r : (17)

By the choice of p and q it follows by H)older’s inequality that∥∥∥∥
[
�t ∗

(
@
@xi

f′
j(u)

)]
(x)

∥∥∥∥
r
≤ C‖ |u|k‖p‖∇u‖q (18)

and hence the conclusion of the lemma follows.

As consequence of last lemma we have the existence of solutions in H1.

Theorem 6. Let u0 and fj be as in Corollary 3. Suppose there exists a constant
vector c=(c1; : : : ; cn) such that fj(u)− cju satis<es A1k with k ¿ 1; and assume that
u is a solution of (2) with initial datum u0 and ?ux function f = (f1: : : : ; fn). If in
addition u0 ∈H1 then the solution u(· ; t) belongs to H1 for t ≥ 0.

Proof. Let gj(u)=fj(u)−cju; then gj satis4es A1k for a certain k ¿ 1. Since f′
i(u)=

g′i(u) + cj, we can rewrite the parabolic conservation law as

@tu+
n∑

j=1

@
@xj

gj(u) +
n∑
j=0

cj
@u
@xj

=8u: (19)

Now let us introduce the di7erential operator

O =
n∑
j=0

cj
@
@xj

=−8:
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With this notation the di7erential equation can be written as

@tu+
n∑

j=1

@
@xj

gj(u) + Ou= 0: (20)

The linear part of the last equation is given by

@tv+ Ov= 0: (21)

It is easy to see that (21) can be solved by convolving a translated heat kernel with
the data; that is, the solution is given by

v=K ∗ u0
where

K(x; t) =
1

(4�2)n=2 exp
{
−|xi − tci|2

4t

}
:

We will call the corresponding semigroup e−tB. It is easy to show, performing minor
modi4cations of the proof of Miyakawa [4,5] for the heat semigroup, that

‖e−Btg‖Hp ≤ C‖g‖Hp (22)

for 0¡p¡∞, where C is a positive constant. We rewrite (20) as the integral equation

u(· ; t) = e−Btu0 −
∫ t

0
e−(t−s)Bg′j(u)uxj ds: (23)

Using (22), i.e. the proposed modi4cation to Miyakawa’s bound [4] yields e−Btu0 ∈
H1. Further, by the previous lemma, g′j(u(· ; s))uxj (· ; s)∈H1. Applying (22) again
gives ∥∥∥∥

∫ t

0
e−(t−s)Bg′j(u(· ; s))uxj (· ; s)

∥∥∥∥
H1

ds ≤ C
∫ t

0
‖g′j(u(· ; s))uxj (· ; s)‖H1 ds:

Recalling that by hypothesis |g′j(u(· ; s))| ≤ C|u|k , the right-hand side of the last
expression can be bounded by using Young’s inequality as follows:∫ t

0
‖�t‖L1‖g′j(u(· ; s))uxj (· ; s)‖L1 ds≤C

∫ t

0
‖ |u|k∇u‖L1 ds

≤C
∫ t

0
(t + 1)−- ds

where -= kn=2 + 1=2¿ 1, since n ≥ 2 and k ¿ 1. Hence the last integral is bounded,
and thereby both terms on the right-hand side of (23) belong to H1, so the same is
true of u(· ; t) for t ≥ 0.

We use Lemma 5, combined with Theorems 1 and 2, to show that solutions to
parabolic conservation laws with appropriate data decay in the H1 norm. The
decay will be in part a consequence of the decay of the solution to the heat equa-
tion established by Miyakawa [4]; speci4cally, he showed the following result.
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Lemma 7. Let n ≥ 2 and suppose that

u0 ∈L1 and
∫
Rn
u0(x) dx = 0; (24)

then

lim
t→∞ ‖e−tAu0‖1 = 0: (25)

Further; if u0 ∈H1; then

lim
t→∞ ‖e−tAu0‖H1 = 0: (26)

Here; as usual; e−At denotes the heat semi-group. If; in addition to (24); it is assumed
that ∫

Rn
|x|.|u0(x)| dx¡∞ for some 0¡. ≤ 1; (27)

then we have the estimate

‖e−tAu0‖1 ≤ Ct−.=2
(∫

Rn
|x|.|u0(x)| dx

)
for all t ¿ 0:

Remark 8. We remark that Miyakawa’s proof of the last lemma can be applied with
minor modi4cations to e−Bt ; the shifted heat semigroup.

Thus we have the following result.

Lemma 9. Under the same hypothesis of Lemma 7 it follows that

lim
t→∞ ‖e−tBu0‖1 = 0: (28)

Further; if u0 ∈H1; then

lim
t→∞ ‖e−tBu0‖H1 = 0: (29)

The plan now is to use this last lemma combined with Theorems 1, 2 and Lemma 5
to establish the H1 decay.

Theorem 10. Let n ≥ 2; let u0 and fj be as in Theorem 2 and Lemma 5. Let p; q; r be
in the same relation as in Lemma 5 and let k ¿ 1. Suppose also that

∫
Rn u0(x) dx=0.

Let u be the global solution in H1 whose existence is ensured by Theorem 6. Then

lim
t→∞ ‖u(· ; t)‖H1 = 0:

Proof. As before, we rewrite the equation with the new linear part and hence we have
to deal with the translation of the heat semigroup.
We shall show that, given any !¿ 0, there is T0 such that for all t ¿T0 we have

‖u(·; t)‖H1 ≤ !. To do so, recall the integral expression for the solution u:

u(·; t) = e−B(t−T0)u(· ; T0)−
∫ t

T0
e−(t−s)Bg′j(u)uxj ds; (30)
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where T is de4ned below. Hence, for t ¿T0,

‖u(·; t)‖H1 ≤ ‖e−B(t−T0)u(· ; T0)‖H1 +
∫ t

T0
‖e−(t−s)Bg′j(u)uxj‖H1 ds

= I(t) + II(t): (31)

First, we bound II(t). Let us recall that by (22) and (8)

‖e−Btg‖H1 ≤ C‖g‖H1 :

Thus by Lemma 5 we have, with r = 1.

II(t) ≤ +
∫ t

T0
‖g′j(u)uxj‖H1 ds ≤ C

∫ t

T0
‖uk‖p‖∇u‖q ds: (32)

Next, we make use of Theorem 2 and Corollary 3; then, an easy calculation shows
that the integrand on the right-hand side can be bounded by C(t + 1)−% where % =
kn=2 + n=2 + 1=2− n=2(1=p+ 1=q) = n=2(k + 1) + 1=2− n=2(1=r)¿n=2 + 1=2 ≥ 1, so
that

II(t) ≤ −
∫ t

T0
(1 + s)−% ds ≤ C(1 + T0)−%+1: (33)

Now choose T0 so large that C(1+ T0)−%+1 ≤ !=2. Thus, for all t ¿T0 it follows that

II(t) ≤ !=2: (34)

To estimate I(t), we proceed as follows. First note that the hypotheses u0 ∈H1 and∫
Rn u0 dx=0 yield that u(T0)∈H1 and the average

∫
Rn u(x; T ) dx=0. Thus, just as in

the Lemma 7, we deduce with e−Bt instead of e−At that

lim
t→∞ ‖e−(t−T )Bu(·; T )‖H1 = 0: (35)

Speci4cally, the last limit follows as in Miyakawa’s proof of Lemma 7, replacing u0
by u(: ; T ) and using the semigroup corresponding to the shifted heat semigroup; see
(8). We also use that u(·; T )∈H1. Let w = t − T ; since if t tends to in4nity so does
t − T , it follows that

lim
w→∞ ‖e−Awu(· ; T )‖H1 = 0:

Thus we choose T0 so that for t ≥ T0 (i.e. for w + T ≥ T0)

I ≤ !=2: (36)

Hence I + II ≤ !, and the proof is complete.

The next theorem establishes, for data described in (24), that the L1 norm of the
solution decays in the same way as the solution to the heat equation starting with the
same initial datum. As mentioned in the introduction, we have only been able to show
this result for the scalar equation, and not for systems.
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Theorem 11. Let u0 be as in (24) and suppose that it belongs to Hm; with m¿ [n=2];
n ≥ 2. Let fj be as in the last theorem. If u is an L1 solution with data u0; then

lim
t→∞ ‖u(·; t)‖1 = 0:

If; in addition to (24); we assume that∫
|x|.|u0(x)| dx¡∞ for some 0¡. ≤ 1;

then we have the estimate

‖u(·; t)‖1 ≤ Ct−.=2 for all t ¿ 0:

Proof. As before, the solution can be expressed in the integral form (41) and thus

‖u(x; t)‖1 ≤ ‖e−Btu0‖1 +
∫ t=2

0
‖e−(t−s)Bg′j(u)uxj‖1 ds

+
∫ t

t=2
‖e−(t−s)Bg′j(u)uxj‖1 ds= J1(t) + J2(t) + J3(t): (37)

Note that by Lemma 9 it follows that J1(t) decays to zero. Hence, we analyse J2(t)
and J3(t) only. The bounds on the Gux term and the decay of the Lp norm of the
solution yield

J2(t)≤K0C0(t=2)−n=2
∫ t=2

0
‖u(s)k‖2‖∇u(s)‖2 ds

≤K0C0(t=2)−n=2
∫ t=2

0
(1 + s)−. ds

≤C∗(t=2)−.+1−n=2; (38)

where .+ n=2= kn=2(1− 1=2k)+ n=4+ 1=2+ n=2= kn=2+ n=4+ kn=2+ n=4+ 1=2¿ 1.
Thus the decay of J2 follows. Finally, for J3(t) we have, using Young’s and H)older
inequalities, that

J3(t)≤
∫ t

t=2
‖u(s)‖kk‖∇u(s)‖∞‖e−B(t−s)‖L1 → L1 ds

≤C∗(t + 1)−nk=2+1=2: (39)

Here we used that the L1 norm of the heat kernel is 1 and we also used the respective
decays of the Lp norm of the solution and the L∞ norm of the gradient of the solution.
These decay results are formulated in Theorem 2 and Corollary 3. Hence J3(t) decays
since k ¿ 1 and n ≥ 2. The second part of the Theorem is proved in the same way,
using the second part of Lemma 7.
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4. Decay of H1 norms of systems of parabolic conservation laws

We note brieGy that the proofs we have given for the scalar parabolic conservation
law in the last two sections, with the exception of Theorem 11, where L1 decay was
obtained, can be extended to solution of systems satisfying the conditions of Theorem 4.
In the case we have to replace the decay results for the Lp norms and Hm norms
obtained in [6,7], by the decay results given in [2], and these are only valid for small
data. If such decay results were available for large data then the H1 norm could also
be proved to decay for such systems using the method presented here. An important
di7erence between the scalar case and systems is that for the scalar case it is known
that the L1 norm is bounded for all time provided that the L1 norm of the initial datum
is 4nite. On the other hand, in order to show that the L1 norm of the solution to a
system is bounded we seem to be able to proceed only by showing that the H1 norm
is bounded. Similarly, to show decay for systems we seem to require decay in the H1

norm.
To obtain existence and decay in H1 we need a basic bound for the Gux term, just

as in the scalar case. We shall state the corresponding theorem and give only a sketch
of the proof since it is very similar to that in the scalar case.

Theorem 12. Let u0 and Fj be as in Theorem 4. Let n ≥ 2 and r ≥ 1. Assume that the
?ux vector F =(F1; : : : ; Fn) has components Fj such that |∇Fj| ≤ C|u|k ; j = 1; : : : ; n;
for some k ≥ 1 and a positive constant C. Let us consider p ≥ 1 and q ≥ 1 such
that 1=r = 1=p+ 1=q. Then∥∥∥∥ @

@xi
Fi(u)

∥∥∥∥
Hr

≤ C‖∇u‖p‖∇u‖q; (40)

where C¿ 0 is a constant independent of u; p and q; as usual; repeated indices mean
summation over these indices.

As in the scalar case, the proof follows by Young’s inequality applied to each
individual component (@=@xi)Fi(u); i = 1; : : : ; n.
In the remainder of the section we proceed to show the existence of solutions and

their decay for systems of parabolic conservation laws. The proofs are based on the
Gux estimate given in Theorem 12.

Theorem 13. Let u0 and F be as in Theorem 4. In addition; let u0 ∈H1 and let the
?ux function F be as in Theorem 12; then the solution u(x; t) constructed in Theorem
4 belongs also to H1.

Proof. The proof is, with the appropriate modi4cations, the same as in the scalar case,
except that we replace the scalar Gux bound theorem with Theorem 12.

Theorem 14. Let u0 and F be as in last theorem let u0 ∈H1; with average zero.
In addition; let the ?ux function F be as in Theorem 12; then the solution u(x; t)
constructed in Theorem 4 decays to zero in H1:
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Proof. The proof, with minor modi4cations, proceeds along the same lines as in the
scalar case. As in the last theorem, we replace the scalar-Gux bounds from Lemma 5
with the bounds for the Gux for systems obtained in Lemma 12.

Given the H1 bounds, decay in H1 follows as for scalar laws.

5. Decay of the total variation for parabolic conservation laws

In this section we study the decay of the total variation for solutions to (3). We
shall work with smooth solutions; that is, we shall suppose that the initial datum is
smooth. To show the decay of the total variation we proceed by estimating the terms
in the integral representation of the solution.

Theorem 15. Suppose that u0 ∈L1 ∩Hm(Rn) and let fj ∈Cm+1 with m¿ [n=2]. Sup-
pose that there exists a constant vector c=(c1; : : : ; cn) such that fj− cj satis<es A1k ;
with k ¿ 1. Let u(x; t) be a solution to (2) corresponding to the initial datum u0.
Then ∫

Rn
|∇u(x; t)| dx ≤ C0t−1=2;

where C0 depends only on norms of u0.

Proof. By virtue of Duhamel’s principle, if we let f′
j = cj + g′j, it follows that

u(x; t) =
∫
Rn
u(y; t=2)

e−(x+c−y)2=2t

(2t�)n=2 dy

−
∫ t

t=2

∫
Rn
gi(u)xi

e−(x+c−y)2=4(t−s)

(4(t − s)�)n=2 dy ds: (41)

Since we are working with smooth solutions, the derivative can be passed inside the
integrand. Thus,

@ju(x; t) =−
∫
Rn
u(y; t=2)

xj + cj − yj
2t

e−(x+c−y)2=2t

(2t�)n=2 dy

−
∫ t

t=2

∫
Rn
gi(u)xi

xj − yj
4(t − s)

e−(x+c−y)2=4(t−s)

(4(t − s)�)n=2 dy ds= I1(t) + I2(t): (42)

Let us de4ne, as before,

K(x; t) =
e−|x−ct|2=4t

(4t�)n=2 : (43)

Now we proceed to bound the terms I1 and I2:

I1 ≤ C
t1=2

∫
Rn

|u(y; t=2)|K(x − y; t=2) dy (44)
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and

I2 ≤
∫ t

t=2

C
(t − s)1=2

∫
Rn

|gi(u)xi |K(x − y; t − s) dy ds: (45)

Thus, integrating |@ju| yields∫
Rn

|@ju| dx≤ C
t1=2

∫
Rn

∫
Rn
u(y; t=2)K(x − y; t) dy dx

+
∫
Rn

∫ t

t=2

C
(t − s)1=2

∫
Rn

|gi(u)xi |K(x − y; t − s) dy ds dx

=A1 + A2:

Next we bound A1 and A2. Since the heat kernel integrates to one,

A1 ≤ C
t1=2

∫
Rn

|u(y; t=2)| dy ≤ C
t1=2

∫
Rn

|u0(y)| dy: (46)

The last inequality is a consequence of the well-known fact that the L1 norm of a
solution to a scalar parabolic conservation laws is bounded provided that the L1 norm
of the initial datum is bounded. To bound A2, we change the order of integration and
integrate the heat kernel to one. H)older’s inequality yields

A2 ≤
∫ t

t=2

C
(t − s)1=2

∫
Rn

|gi(u)xi | dy
∫
Rn

K(x − y; t − s) dx ds:

Thus,

A2 ≤
∫ t

t=2

C
(t − s)1=2

(∫
Rn

|u|2k dy
)1=2(∫

Rn
|∇u|2 dy

)1=2
ds:

Now, we use the decay results on the Lp norm and the L2 norm of the gradient to
complete the bound on A2:

A2 ≤ C(t=2 + 1)−�
∫ t

t=2

1
(t − s)1=2

ds ≤ Ct1=2(t=2 + 1)−�

with �= kn=2 + 1=2. Hence A2 decays at the rate of t−nk=2, since p¿ 1 here.

Note, 4nally, that for systems satisfying the conditions of Theorem 4 the same result
holds as in the scalar case. Thus, we have the following theorem.

Theorem 16. Let u0 satisfy the conditions of Theorem 4 and let u0 ∈H1 ∩ Hm(Rn)
with m¿ [n=2]. Let |∇Fj(u)| ≤ C|u|k ; j=1; : : : ; n; where C is a positive constant and
k ¿ 1. Suppose that u(x; t) is a solution to (3) with data u0. Then∫

Rn
|∇u(x; t)| dx ≤ C0t−1=2;

where C0 depends only on norms of the data.
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Proof. The proof is the same as for scalar parabolic conservation laws, replacing the
necessary results from Theorems 1 and 2 by those in Theorem 4. The only step which
is di7erent from the scalar case is to note that, with our hypothesis, u(T ) is in H1

and thus in L1.
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